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Intro
This report details how Team CryptoWall pre-processed, visualized, analyzed, and concluded the
dataset for ransomware payments in the Bitcoin network between the years 2009 and 2018. The
goals are to: 1) “Determine the top three ransom labels that have the most ransom transactions”;
2) “Define a machine learning model most appropriate for classifying heist incidents into
ransomware families”; and 3) “Define a model to predict: a. If a future transaction is ransom or
not, and if it is, b. The ransomware family it belongs to”.

Data Cleaning/Pre-processing
Before we began cleaning the data, we had to understand the features variables and what each
column represents. The main variable of interest is the label column that represents the label of
the transaction. We can group them by “white” label where the transaction is not likely to be
ransomware and “non-white” labels that have the known to be a specific ransomware family.

Taking a general glance at the dataframe, we noticed that counts are either one or a significantly
larger integer. We took the average of the counts for each ransomware family and noticed that
white labels on average would have significantly less counts than non white labels. We
interpreted this trend in the sense that it was more likely a ransomware transaction would contain
more information than a non-ransomware transaction. It is most likely that ransomware
transactions would need more information because of the multiple inputs it must take from the
weights feature.



We also noticed that the weights average was slightly higher for non-white labels compared to
white labels we found the label “Razy” to be a massive outlier bringing the average weight
higher for non-white. However even after finding the average of non-white weights without
Razy, the weight average was still significantly higher for ransomware families as seen in the
figure below. The median reduces the extremity of the outliers yet we still see that most of the
ransomware families have a larger weight.

Since we notice that it is more likely that amount of information on ransomware transaction is
larger than non-ransomware transactions and that the ransomware transactions will usually have
more merging of multiple addresses than non-ransomware transactions, we hypothesize that
those two features would have an impact when trying to identify if a ransomware transaction is
ransom or not. This could be due to how tracking down ransomware transactions is harder if it is
coming from multiple addresses being merged together hence why there is so much information
on it. We would keep these trends in consideration when developing our models.



However, the data suffers from a strong imbalance of classes in the dataset, as typical when
trying to identify trends among fraudulent transactions. As seen in the figure below, about 98.5%
of the dataset describes “white” transactions, while only about 1.5% described features of
ransomware transactions.

An imbalance such as this will result in a machine learning algorithm that tends to solely predict
“white” for all instances of transactions and receive a high accuracy purely due to the split of
classes in the data rather than analyzing trends. Since “white” transactions were usually in the
middle of the pack for the mean distribution of features, as well as the overall large dataset size,
we decided to solve this imbalance by under-sampling. Thus, we decided to under-sample the
majority class, in this case the “white” transactions, so both classes would have equal dataset
sizes.



Visualizations for Trends and Patterns
(1) Using boxplot of “Count by Label” to distinguish the labels

We used multiple box-plots for each label in the dataset to find the general trend of the
distribution of the median count in descending order. The count is an important variable in
determining if a transaction is ransom or not and which ransomware transaction it may fall under.
The box-plot is an important EDA tool to see the location of the spread of the first and third
quartile where ~50% of the counts would usually lie. When the median is in descending order, it
is easier to detect the variation of how the counts are distinguished between each other. We
noticed that most of the ransomware labels have lots of outliers that may have caused skews in
the mean and median that the previous histograms may not have captured.

(2) Using “day” to distinguish white from non-white labels

The histogram makes it easier to distinguish when most of the transactions take place to see if
there is a significant difference of when a ransom or non-ransom transaction takes place.
The top histogram conveys when all the non-ransomware transactions in the dataset took place,
with the number of days on the x-axis for the chronological reading order and the y-axis is the
number of transactions that took place that day. We originally believed that the ransomware



transactions would take place towards the far right of the histogram where the holidays usually
are and there is more financial traffic. However, the distribution of transactions is steady
throughout the year with a short dip at the end of the year.

The bottom histogram is formatted the same as the above histogram however, it is only
measuring the ransom transactions. We notice that the ransom transactions distribution is not as
consistent as the non-ransom transactions and is more popular during certain periods of the year.
This trend helps visualize how the days in which a transaction takes place will help our model
predict whether a transaction is ransom or not.

(3) Using “looped” to distinguish the labels

The barchart of “Mean Looped by Bitcoin Label” suggest that labels like “WannaCry”, “Globe”,
and “DMALocker” have a significantly higher mean looped than the other labels, while twelve
of the labels have a mean looped of zero meaning some ransomware labels have more
transactions of splitting coins, moving them and merging to a single address. Such significant
differences can play a big role in helping to predict the label.

Analysis
[Q3]

To find the top 3 ransom labels that have the most ransom transactions, we look at all the labels
that are not labeled “white” because a “white” label is not known to be ransomware so we can
not assume that all white labels are ransomware. Solely just finding the number of times each
label is an instance of an overall transaction. However, since each entry of the data of the edge is
an edge of a transaction graph so each entry is the result of one or multiple transactions to reach
the final receiver. Therefore in descending order, the top 3 ransom labels are Locky, Cerber and
CryptoWall as seen in the figure below.



[Q4]

Next, to define a model that would be appropriate to classify heist incidents into ransomware
families, we decided to use a Decision Tree Classification model.

To make this model work, we processed the training data by removing all the rows with label ==
‘white’, then removed the column ‘Unnamed: 0’, so all the remaining columns (except for
‘address’) are useful quantitative features. Since the column at index 9 is the ‘label’, that column
reasonably became y_train, while the columns at indices 1 to 8 of the training data became
x_train, and the columns at indices 1 to 8 of the testing data became x_test. Column at index 0
(‘address’) was excluded from the features because ‘address’ was not a feature we wanted to use.



After processing the data, we put x_train and y_train into a DecisionTreeClassifier and made
predictions for x_test. After removing the feature columns, the result looked something like this:

where ‘predicted_label’ shows which ransomware the DecisionTreeClassifier classified the
transaction to be. The issue with the above result is that the model was trained so that it cannot
classify a transaction as white, which meant all the transactions in the testing data that should be
classified as white were classified as ransomware. However, this would not be an issue if the
testing data consists of only ransom transactions.

EXTRA NOTES:
Ranking the features in terms of their influence on Decision Tree Classification accuracy

The Bitcoin dataset has eight features that can be used to train a Decision Tree Classification
model: year, income, day, neighbors, count, weight, length, and looped.

To find out which feature has the most influence on the ransomware family classification of a
transaction, we created a table containing just the feature and the label for each of the eight
features, then trained a different Decision Tree Classification model for each table. The resulting
list of accuracies is sorted to show a pattern.



[Q5]

Our model to determine whether a transaction was “white” or ransomware involved renaming
the labels to 0 if white, 1 if not. In addition, we also temporarily dropped the address column as
we believed this categorical variable would be too complicated for the model to use as a
predictive feature. We used the ktrain package, a wrapper for the deep learning library
Tensorflow Keras to standard predictive features and predict whether a transaction was white or
ransomware.

Proposal
Hypothesis:
A ransom transaction is more likely to have a higher ‘count’ than a white transaction, since a
ransom transaction has an incentive to have more starter transactions connected to a ransom
address.

Experimental Testing:
Find the percentage of the times a randomly selected ransom transaction has a greater count than
a randomly selected white transaction.

Experimental Testing conclusion:

About 37% of the differences are positive, meaning that only about 37% of the times a randomly
selected ransom transaction has a greater count than a randomly selected white transaction. We
reject the null hypothesis because we do not have significant evidence that a ransom transaction
is more likely to have a higher ‘count’ than a white transaction.



Conclusion.
After running our model to determine whether transactions are ransom or not, our model
predicted that out of the 583,340 transactions in the test data set, 127,699 transactions were
considered to be ransom transactions. The three most predicted ransomware families were
Cerber, CryptoLocker, and Locky, which isn’t too far off the training data frequency. However,
some families with low initial frequency in the training data, such as Jigsaw and Sam, were not
predicted by our model. This is probably due to low representation in the training data. While
having data of equal proportions of class representation would be ideal, real world data is not
cleanly distributed. It is important to process data well to result in proper application to analysis
methods.


